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1.Introduction
Cloud computing necessitates resource management 
systems that are energy efficient (i.e. switches, servers 
and virtual machines). A choice of methodologies for 
achieving sustainable energy efficiency in cloud tech-
nology has been anticipated in the literature. Cloud 
technology, but in the other extreme, is often regarded 
as the most promising technology for addressing the en-
ergy crisis [1]. This is corroborated by multiple studies, 
including one [2] that claims that moving to the cloud 
will save energy consumption by 87 percent. Efficient 

energy administration is among the most difficult re-
search subjects in tackling the problem of escalating 
power usage. Data centres have been the focus of much 
research because they consume immense quantities of 
electric power, coupled with relatively significant costs 
and carbon footprints [3]. Any initiatives and ideas that 
can considerably cut data centre energy use while also 
contributing to higher environmental sustainability [4] 
are welcome. However, focusing solely on reducing en-
ergy usage is insufficient because it may compromise 
other goals such 
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Table1. Energy-aware data classification techniques taxonomy. 

Literature Criterion for 
Data

Zones Environment Effectiveness in 
energy

Publication

Sustainable HDFS: Aiming for 
an energy-efficient, memory, 
heterogeneous Hadoop cluster 
[21]

Data’s spatial 
temporal pop-
ularity

Cold zone 
and hot zone

Hadoop clus-
ter at yahoo 

Average 26% 
energy reduc-
tion

2010

Green cloud - based data 
centres require a dynamic data 
gathering technique [22]

Data’s access 
pattern

Similar data 
access pattern 
aggregation 
stored

Simulated 
Data center

43.06% energy 
consumption 
conserved

2012

For a cloud infrastructure, 
an energy-efficient technique 
based on data categorization is 
used [24]

Data’s rep-
etition and 
activity factor

ColdZone, 
Hot zone and 
Reduplica-
tionZone

CloudSim 
simulator

Over 35% ener-
gy consumption 
saved

2014

Adaptive Energy-Aware Ap-
proaches for Cloud Technol-
ogy to Consume Less Energy 
and SLA Violation [23]

Network 
traffic

Consolidation 
of virtual ma-
chines based 
on workload 
status

CloudSim 
Simulator

Average 12% 
energy saved  
and 22% SLA 
violation re-
duced

2018
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as QoS and scalability. As a result, dealing with multi-ob-
jective tradeoffs is another important challenge. Despite 
these obstacles, virtualization technology has long been 
recognized as a powerful tool for improving cloud data 
centre energy efficiency while also achieving other goals. 
Many solutions have been presented to deal with virtu-
alization successfully and efficiently [4]. Energy-aware 
variable allocation of resources, energy-efficient task 
scheduling, and energy-aware workload aggregation are  
all examples of energy-aware technologies [5], as well as 
virtual machine consolidation[6], and efficient energy 
aware data storage [21] are among the solutions.

Cloud Computing
Infrastructure as a service (IaaS), Platform as a Service 
(PaaS), and Software as a Service (SaaS) are some of 
the computing services supplied by cloud computing to 
cloud consumers [4]. The IaaS layer is in charge of ad-
ministering physical computers and pooling virtual pro-
cessing and storage resources. Operation systems and de-
velopment tools make up the PaaS layer. The SaaS layer, 
on the other hand, houses the real cloud service. In addi-
tion, the IaaS can be subdivided into three tiers. To begin, 
there is a stratum of physical resources, which consists 
of a standard cloud centre that incorporates both IT and 
non-IT apparatus (e.g. discs, network equipment, and 
servers, also for cooling, lightening, and air conditioner). 
Second, there is the virtualized layer, which is made up of 
many virtual storage and management of resources made 
possible by virtualization technology. Finally, there's the 
management tool layer, which includes features like vir-
tual resource management, accounting, and monitoring. 
Furthermore, some academics bifurcate services of cloud 
categories into: one as Service based on hardware (HaaS) 
and another Service using data (DaaS)  [7].

Virtualization
Cloud computing isolates technology and services, al-
lowing multiple cloud apps to share servers almost any-
where in the world. This is doable as long as the tech-
nology is virtualized. Virtualizing a programme for the 
cloud includes bundling the app's assets with everything 
that they want to execute, including a database, middle-
ware, and operating system. This conscience virtualized 
program component can then be accessed from any lo-
cation on the planet. Virtualization can also be used to 
construct sandboxes. Sandboxes are a type of container 
that allows applications to run safely, ensuring a greater 
level of security and stability. It is indeed typically used to 
"run experimental code or applications from unscrupu-

lous third-party sources."

Load Balancing
The success of cloud-based systems depends on load bal-
ancing. It's in charge of equitably spreading work tasks 
among computers and other devices, allowing resourc-
es to be used more economically while also enhancing 
availability and reliability. A load balancer can handle 
different amounts of demand automatically by attempt-
ing to change its deployment decisions based on when a 
query is received. In digitalization, where the notion of 
load balancing is controlled by an application, a load bal-
ancing solution is widely utilized.

Efficient Energy aware Strategies for cutback
Making the switch for host and adaptive voltage and fre-
quency scaling(DVFS) are the two key energy-saving 
methods employed in Cloud-related research.. Energy 
consumption is lowered by turning off idle hosts, and the 
system replies to queries with the available hosts. Mao 
et al [8] The technique of turning hosts on and off was 
researched and expanded upon by Mao and Humphrey 
[9], who explored the impact on timelines and cost. The 
prominence of efficiency gains obtained by shutting 
down nodes may be attributed to the fact that an inactive 
host uses approximately 70% of its peak output. [10-11].
When hosts are re-enabled, there is a limited period of 
high point energy use and possibly technical difficulties. 
DVFS saves energy by lowering host frequency while 
keeping them interested. A stringent DVFS approach 
decreases processor frequency to the point that time 
restrictions are barely satisfied, potentially resulting in 
system timeline breaches. However, server changing and 
frequency modifications have been demonstrated to be 
successful [12] and are extensively employed.

Fig 1. Study on energy-conscious cloud computing are 
classified.
Energy sensitive Architectural and General Cloud liter-
ature
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Researchers picked the number of surveys on such topic, 
particularly stated in [13] [4]. We will now go through 
each of them in more detail. Power management is a 
critical facet of an energy-conscious feasible solution. 
The chosen articles conducted research on this topic. 
To begin, Beloglazov et al. [14] introduced a range of 
classifications for managing cloud computing capacity. 
Management of Stable and Variable Power are of greater 
importance in computer system classification. Dynam-
ic Component Deactivation and Dynamic Performance 
Scaling are two categories in the hardware taxonomy. The 
operating system level taxonomy is divided into numer-
ous dimensions (including application changes, target 
management systems, and power action plans), and the 
data centre level workload.
Furthermore, Raj and Shriram [16] emphasised the col-
laboration of IT and non-IT elements of the system. A 
characterization of power management strategies has 
been addressed from a variety of perspectives, including 
application, cluster layout, hardware resources, and some 
other infra levels.
This is now According to Jing et al. [4], who concentrated 
on cloud elements defined as IT (e.g., cpu, system, disk, 
connectivity) and non-IT gear (Lightining arrestors, air 
coolling). These variables were then utilised to classify the 
current approaches. Scheduling algorithm [15], voltage 
adjustment, and VM relocation are among the IT-equip-
ment strategies mentioned. Meanwhile, non-IT equip-
ment approaches include effective thermal management 
at two levels: framework and facility. The facility level of 
the data centre is focused with regulating the circulation 
of cooling air. The framework handles workload server 
distribution enhancement in order to decrease cooling 
requirements.
[19, 17] examined energy-aware resource allocation, 
whereas [18] discussed VM placement approaches with 
an eye on energy efficiency. Each piece of art has now 
been given a brief summary. Existing energy-efficient 
resource provisioning strategies based on hardware and 
software, as described by Hameed et al. [19]. They divid-
ed current approaches into four levels and mentioned the 
benefits and drawbacks of each technique. The sustain-
ability in terms of source of energy phases, optimization 
method, allocation technique, collaboration and accu-
mulation procedure.
Madni et al. [17] published a study in which they per-
formed a systematic review with an emphasis on the 
platform layer of the cloud, which incorporates energy 
concerns. The review categorises and discusses previous 
publications, as well as the resource aspects and char-

acteristics covered in research has been reported. The 
classification is based on two fundamental dimensions: 
competitive approach (AI, dynamic, and predictive) and 
parametric (QoS load balancing, throughput, and ener-
gy-aware) allocation of resources.
Attaoui and Sabir [18] investigated Vm allocation algo-
rithms as well, but their focus was on multi-objective 
improvement, which included energy savings. They talk-
ed about cutting-edge work from five different points of 
view: power, budget, traffic patterns, material, and QoS. 
They also addressed previously proposed algorithms, 
such as algorithms for contextual, structured, and edu-
cated guess. According to the review's inferences, heuris-
tic and/or meta-heuristic optimization choice is import-
ant while it may present high-eminence solutions.
The article [20] examined energy-conscious structures. 
This may be summarised as follows: Hammadi and 
Mhamdi [20] explored data centre network architecture 
development and energy efficiency. Existing data centre 
network topologies were divided into two basic catego-
ries: digital data centres and optical data centres. The 
digital data centre has two topologies. The typical data 
centre, also known as a switch-centric data centre, is the 
first. The second design is the server-centric architecture, 
which is built on packet-switched electronic networks. 
Meanwhile, for switching, routing, and connecting, the 
optical data centre is broadly supported by a variety of 
passive and active optical devices.

Recommendations
There is a need for various facets of conducting study 
which is critical in order to inculcate energy-aware cloud 
exploration. As a result, the following potential areas are 
suggested:
The survey's focus is on alternative fuels and intelligent 
systems. Recent surveys are devoid of initiatives that in-
clude machine learning and alternative fuels into account.
Another study emphasis on energy-aware forecasting us-
ing deep learning. Prediction is critical for enabling pro-
active solutions for energy-aware cloud computing.

Conclusion
Energy-aware platform is a promising technique field of 
research in the goal of environmentally friendly cloud 
computing. As a consequence, this work adds to the eval-
uation of existing relevant surveys and technique ideas 
for energy efficiency. We established two key categories 
for classifying current surveys based on our findings: (i) 
overall energy-conscious cloud surveys and (ii) Studies 
on energy-efficient design.
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In addition, we have proposed numerous potential paths 
for energy-aware cloud reviews. These guidelines were 
created by considering the existing survey categories as 
well as new research efforts. To begin, we suggest focus-
ing a poll on artificial intelligence and renewable energy. 
Second, we present a survey review on deep learning for 
energy-aware prediction.
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